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ABSTRACT

A considerable amount of research has been conducted over a long period of time into the effects
of graphical and tabular representations on decision-making performance. To date, however, the liter-
ature appears to have arrived at few conclusions with regard to the performance of the two represen-
tations. This paper addresses these issues by presenting a theory, based on information processing
theory, to explain under what circumstances one representation outperforms the other. The fundamental
aspects of the theory are: (1) although graphical and tabular representations may contain the same infor-
mation, they present that information in fundamentally different ways; graphical representations
emphasize spatial information, while tables emphasize symbolic information; (2) tasks can be divided
into two types, spatial and symbolic, based on the type of information that facilitates their solution;
(3) performance on a task will be enhanced when there is a cognitive fit (match) between the infor-
mation emphasized in the representation type and that required by the task type; that is, when graphs
support spatial tasks and when tables support symbolic tasks; (4) the processes or strategies problem
solvers use are the crucial elements of cognitive fit since they provide the link between representation
and task; the processes identified here are perceptual and analytical; (5) so long as there is a complete
fit of representation, processes, and task type, each representation will lead to both quicker and more
accurate problem solving. The theory is validated by its success in explaining the results of published
studies that examine the performance of graphical and tabular representations in decision making.

Subject Areas: Decision Support Systems, Human Information Processing, and Management
Information Systems.

INTRODUCTION

Presentation of data in the form of graphs is becoming a viable alternative to
tabular formats due to the availability of relevant hardware and software. Infor-
mation in the form of pictures or graphs is generally regarded as superior to that
in other representations. We have all heard the saying, ‘‘A picture is worth a thou-
sand words,’ innumerable times. However, MIS researchers, in attempting to
verify this statement in decision-making settings, have been less than successful.
The results, in general, have been inconsistent; some studies found graphs
performed better than tables, while others found tables were superior to graphs;
still other studies showed no differences (see reviews by DeSanctis [17]; Jarvenpaa
and Dickson [37]).

The current thinking in the graphs versus tables controversy is that task effects
are causing the unexpected results; that is, that each problem representation facil-
itates different types of tasks [3] [17] [19] [37] [38]. Jarvenpaa, Dickson, and
DeSanctis stated: ““Future research efforts will keep producing contradictory
results unless researchers develop some type of taxonomy of tasks and start inter-
preting the results within the taxonomy’’ [38, p. 144]. There are, however, a
number of ways in which to categorize tasks. Certain authors view task complexity
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as the important characteristic, while others, for example, view recall tasks differ-
ently from decision-making tasks. The literature has yet to articulate in a coherent
way, therefore, the relationship between the type of task and the problem repre-
sentation that facilitates it.

This paper develops a theory that describes the relationship between graphical
and tabular representations and the types of tasks they support. Further, the paper
demonstrates the validity of the theory by showing that it can explain the results
of the majority of published graphs versus tables studies. Like the studies them-
selves, the theory focuses on information acquisition and fairly simple information
evaluation tasks.

The theoretical basis used to address the graphs versus tables controversy is
an information processing approach [51). Since humans are limited information
processors, more effective problem solving will result when the complexity in the
task environment is reduced. In this paper, the notion is developed that complexity
in the task environment will be effectively reduced when the problem-solving aids
(tools, techniques, and/or problem representations) support the task strategies
(methods or processes) required to perform that task (see, for example, [6] [87]).
This notion is termed cognitive fit. Problem solving with cognitive fit results in
increased problem-solving efficiency and effectiveness. Specifically, in the graphs
versus tables domain, the theory describes the effects on performance of matching
the nature of the problem representation to the nature of the task.

The paper proceeds as follows. The next section presents the theoretical basis
for the paradigm of cognitive fit by examining literature in human information
processing and in behavioral decision theory and related application areas. The
paradigm is then applied to the use of graphical and tabular representations in deci-
sion making. The validity of the theory is demonstrated by explaining the seem-
ingly inconsistent results of studies that investigated the effectiveness of graphs and
tables. A summary of the findings is presented and the implications for theory,
research methodology, and practice are discussed.

THEORETICAL APPROACH

As we have seen, researchers believe the nature of the task should be intro-
duced as a mediating or contingent variable into graphs versus tables research
studies in order to explain the inconsistent results. If task characteristics are to be
considered in a comprehensive way, a theory of tasks is needed. The literature
does not currently provide such a theory, nor does it promise one in the forseeable
future (see, for example, [10] [25] [34] [93]). Hence, researchers must find other
ways to introduce task as a variable into their theories. The nature of the task is
introduced in this research via the paradigm of cognitive fit, one element of a
general theory of problem solving. Within this general paradigm, the characteris-
tics of tasks can be examined to explain performance in specific problem-solving
situations. As an example, the paradigm of cognitive fit is elaborated in this
section of the paper and later applied to decision making on specific tasks.

The Paradigm of Cognitive Fit

Figure 1 presents the general model of problem solving on which the cognitive
fit argument is based. The model views problem solving as an outcome of the rela-
tionship between problem representation and problem-solving task. Processes in
the model are represented by the flows and arrows linking pairs of elements in the
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Figure 1: General problem-solving model.
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model. The mental representation is the way the problem is represented in human
working memory. In this context, it is a subset of the total problem space [51].
The mental representation is formulated using the characteristics of both the
problem representation and the task. Specifically, it is derived from the interaction
of the appropriate processes on the information in the problem representation and
that required to solve the problem.

When the types of information emphasized in the problem-solving elements
(problem representation and task) match, the problem solver uses processes (and
therefore formulates a mental representation) that also emphasize the same type of
information. Consequently, the processes the problem solver uses to both act on
the representation and to complete the task will match, and the problem-solving
process will be facilitated. In other words, matching representation to task leads
to the use of similar, and therefore consistent, problem-solving processes, and
hence to the formulation of a consistent mental representation. There will be no
need to transform the mental representation to accommodate the use of different
processes to extract information from the problem representation and to solve the
problem. Hence, problem solving with cognitive fit leads to effective and efficient
problem-solving performance.

When a mismatch occurs between problem representation and task, similar
processes cannot be used to both act on the problem representation and solve the
problem, and problem solvers will therefore no longer be guided in their choice
of problem-solving processes. They will either formulate a mental representation
based on the problem representation, in which case they will need to transform it
to derive a solution to the problem; or they will formulate a mental representation
based on the task, in which case they will need to transform the data derived from
the problem representation into the mental representation suitable for task solution.
In either case, performance will be worse than if the problem solver had been
supplied a representation emphasizing the type of information that best supported
task solution.
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Theoretical Support for the Relationships in the Cognitive Fit Model

This section provides support for the relationships in the general problem
solving model. It addresses the relationships of processes to problem representa-
tion, processes to task, and problem representation to task, highlighting the perfor-
mance implications of each.

The literature provides substantial support for the fact that decision makers use
processes that match the problem representation. At least three bodies of literature
address this issue. First, there is considerable evidence from the human informa-
tion processing literature on problem isomorphs to support the notion that the
processes problem solvers use when solving a problem are specific to the problem
representation. For example, Newell and Simon [51] argued strongly that the struc-
ture and organization of the problem representation greatly influence the structure
of the problem space and the problem-solving processes that will be used. Hayes
and Simon [31] [32] and Simon and Hayes [70] showed that subjects constructed
different mental representations for structurally similar problems (isomorphs); that
is, they derived the mental representation that was most readily available from the
problem representation. They then selected problem-solving processes that were
compatible with their mental representations. Significant performance differences
result from using different problem representations and therefore different
processes in solving problem isomorphs [42]. Hence, the research on problem
isomorphs suggests that decision makers perform better when their problem-
solving processes are adapted to the problem representation.

Second, research into judgment under uncertainty has demonstrated that deci-
sion makers use three heuristics: representativeness, availability, and anchoring and
adjustment [40] [77] [78] [79]. Availability is the phenomenon by which decision
makers make judgments based on perceptions of the frequency of an event’s past
occurrence or to the probability of its present occurrence. The availability heuristic
is now considered relevant to many types of judgments other than judgments under
uncertainty (see, for example, the social judgment literature; [52] [74]).

Nisbett and Ross [52], in reviewing the many explanations of the availability
heuristic, believed the vividness hypothesis to be the most important. They stated
that “‘information may be described as vivid, that is, as likely to attract our atten-
tion and to excite the imagination to the extent that it is (1) emotionally interesting;
(2) concrete and imagery provoking; (3) proximate in a sensory, temporal, or
spatial way”’ [52, p. 45]. (See, also, [66] [74]). A vivid information display will
therefore make the information in a problem representation more available.
Further, it will be available in the way in which the information is presented.
Slovic [71] illustrated the relationships between the format of the data, vividness
and availability, and the processes decision makers use, in terms of concreteness:

Concreteness represents the general notion that a judge or decision maker tends
to use only the information that is explicitly displayed and will use it only in the
form in which it is displayed. Information that has to be stored in memory,
inferred from the explicit display, or transformed tends to be discounted or
ignored. [71, p. 14]
Hence, the research on vividness and the mechanism through which it is perceived
to operate (availability) again suggests that decision makers use processes that
match the characteristics of the problem representation.
The third disciplinary area that suggests a close relationship between problem
representation and problem-solving processes is the behavioral decision-making
literature and its close associate, the consumer behavior literature. Numerous
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studies have been conducted, many of which examined three problem representa-
tions: (1) a brand-organized representation, in which each alternative is presented
on a separate page; (2) an attribute-organized representation, in which each
attribute is presented on a se¢parate page; and (3) a matrix representation, which
presents attribute information by brand and which therefore makes information
available by either attribute or brand (alternative). Bettman and Kakkar [5] found,
for example, that, although participants could process information in whatever way
they chose, they tended to do so in ways consistent with the representation of the
information. Hence, they processed by brand when they received brand-organized
representations. Further, the authors argued that processability is as important as
availability, thus drawing attention to the cognitive costs of decision making. (See
also, [2] [7] [33] [62] [64]). Hence, behavioral decision-making research further
demonstrates that decision makers adapt their processing strategies to the problem
representation.

There is also evidence that decision makers use different processes in different
types of tasks. Many researchers, including Einhorn and Hogarth [21], Slovic and
Lichtenstein [72], and Tversky, Sattath, and Slovic [80], addressed the differences
in processing strategies employed in judgment and choice tasks. In simple terms,
judgment requires making decisions about a number of alternatives in a set, while
choice requires selection of the preferred alternative. The most conspicuous result
of these types of investigations is that judgment generally occurs via a holistic or
alternative processing approach, while choice occurs most frequently via a dimen-
sional or attribute processing approach [60]. Rosen and Rosenkoetter [60],
Johnson, Payne, and Bettman [39], and Schkade and Johnson [65] compared the
processes employed in judgment and choice tasks for the purpose of characterizing
different processing strategies. For example, processing differences that emerge
from such investigations show that, compared with judgment subjects, subjects in
choice tasks take less time, use different information search patterns, use
approaches that directly compare alternatives rather than considering them sequen-
tially and devote their attention to different aspects of decision making [65].

Further, Vessey and Weber [87] showed that different psychological processes
are involved in the design and coding tasks of systems development and that signif-
icant performance effects result when problem representations and problem-solving
tools are used that encourage the use of processes that match those required for
task solution. Hence, studies of judgment and choice and of systems development
demonstrate that problem solvers adapt their processing strategies to the task to be
performed.

There is also evidence that matching the problem representation directly to the
task has significant effects on decision-making performance. The majority of
studies conducted comes from the consumer behavior literature. Wright and
Barbour [95] first stated hypotheses of this nature, although they did not test them.
Bettman and Zins [6] tested the effect of alternative, attribute, and mixed alter-
native and attribute representations on choice tasks facilitated by either alternative
or attribute processing approaches. The methodology adopted was suggested by
Wright [94] who devised tasks that incorporated the solution approach participants
were to use. Bettman and Zins found a difference in the time but not in the accu-
racy of performance, suggesting that decision makers adapt the time to complete
a task while keeping accuracy constant. Further, Simkin and Hastie [67] proposed
a similar interaction between certain graphical representations and types of judg-
ment tasks. Hence, research into consumer behavior shows that decision makers
perform better when the problem representation matches the task to be performed.
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The majority of studies cited in this section report performance measures;
thus providing empirical support for the performance implications of cognitive fit.
Most studies addressed accuracy of performance. In one study, however, time was
the only variable to exhibit significant differences for cognitive fit [6]. Hence, care
must be taken to examine all the variables in which the effect might be manifested.

Based on the above analysis, the following propositions are stated.

Proposition 1. Problem solving with cognitive fit results in increased speed
and accuracy of performance.

Proposition 2: Problem solving without cognitive fit does not result in perfor-
mance effects.

COGNITIVE FIT IN GRAPH VERSUS
TABLE DECISION MAKING

This section applies the paradigm of cognitive fit to a specific decision-making
context—decision making using graphical and tabular representations.

In developing the notion of cognitive fit in the graphs versus tables area,
problem representation and problem-solving task are viewed as independent. There
are two reasons for doing so. First, data and task may be presented independently,
unlike certain other types of problems, such as problem isomorphs [31] [32] [42]
[70]. Second, decision makers can reach solutions for the types of problems
examined when the data is presented in either graphical or tabular format. The
point, here, is that there are performance advantages of matching the problem repre-
sentation to the task, not that this the only way in which a solution can be reached.

The separation of problem representation and task permits application of the
notion of cognitive fit to graph/table decision making by identifying the distin-
guishing features of graphical and tabular problem representations and the types of
tasks for which they have been used. The distinguishing features of importance are
the types of information that each emphasizes. Cognitive fit results when the
problem representation and the task both emphasize the same type of information.
The use of processes appropriate to the problem representation and the task is
inferred. This approach is used due to the need to develop a method for analyzing
graphs versus tables studies reported in the literature, none of which addresses
processes directly. The general problem solving model, Figure 1, applies to deci-
sion making using graphs and tables.

Characteristics of Decision-Making Elements

Assume that the graphs and tables under consideration are derived from equiv-
alent data, so that all the information in one is also inferable from the other [69].
The same data are then represented in different ways in graphs and tables, so that
a different type of information predominates in each. Intuitively, graphs and tables
are quite distinct problem representations. Distinguishing between the two rigor-
ously, however, is another matter. Perhaps the best existing distinctions are found
in the psychology literature, which categorizes data organizations in one of two
ways: images or words. One of the most concerted efforts has been associated with
the dual encoding hypothesis popularized by Paivio [53] [54], which suggests that
data are encoded in memory as both images and words. Numerous studies testing
this hypothesis are reported in the literature (see, for example, [26] [49] [50]).
Glass, Holyoak, and Santa [29] characterized the two types of problem represen-
tation as follows:
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There are few distinctions so deeply rooted in our intellectual tradition as the
contrast between two types of knowledge. . . . The distinction has been character-
ized in many ways: as a contrast between intuition and reason, between knowl-
edge of the whole and of its parts, between yin and yang. ... We are going to
draw a similar distinction between analog and analytic representation. [29, p. 17]

Umanath and Scamell [82], Umanath, Scamell, and Das [83], and Pracht and
Courtney [58] in the information systems literature concluded that graphs are “‘im-
agistic,” while tables are ‘‘verbal’’ in nature. We distinguish, therefore, between
representations that are ‘‘imagistic’’ or ‘‘analogic” (graphs convey continuous infor-
mation), and those that are ‘‘verbal’’ or ‘‘analytic” (tables convey discrete infor-
mation) in their mode of data presentation. The terms used in the literature do not
fully embody the characteristics of graphs and tables of interest here. For example,
the term analog could be used to describe line graphs but not to describe bar
charts; analytical information may be either verbal (alphabetic) or numeric in
nature; tables are usually numeric rather than verbal. In the interests of genera-
lizability, the terms spatial and symbolic are used to characterize the differences
between graphical and tabular representations.

According to this classification, graphs are spatial problem representations
since they present spatially related information. According to Larkin and Simon
[44], a diagram (and therefore a graph) ‘‘preserves explicitly information about the
topological and geometric relations among the components of the problem. .’
[44, p. 66]; that is, they emphasize information about relationships in the data.
Tables are symbolic data representations since they present information that is
symbolic in nature. Tables represent discrete data values. Discrete data values are
the only type of information directly represented in tables. )

Spatial representations facilitate viewing the information contained therein at a
glance without addressing the elements separately or analytically. Hence, percep-
tual processes provide an appropriate access to the data in a graph. On the other
hand, symbolic representations facilitate extracting specific data values. Hence,
analytical processes provide an appropriate access to the datain a table. It is clear,
therefore, that graphs and tables are problem representations that emphasize
different characteristics of a given data set.

Now, identification of the types of decision-making tasks that graphs and
tables might support is needed. Tasks can be classified into elementary tasks and
those that involve higher level decision-making activities [51]. Elementary tasks
require just one operation on the data. They are principally information acquisition
tasks and tasks involving comparison of two data values. Further, they include
tasks for which the type of information that best supports their solution can be
readily identified. Decision-making tasks, such as those involving judgment or
inference, are more complex tasks that may be decomposed into several subtasks;
that is, they involve both information acquisition and information evaluation [21].
The paradigm of cognitive fit can be applied to those tasks in which the nature
of the task and/or subtasks can be determined. These are elementary tasks and
some of the simpler decision-making tasks. In this paper, these tasks are referred
to as information acquisition and (simple) information evaluation tasks.

Although there is no comprehensive theory of tasks, specific tasks used in
graph/table decision making can be examined to determine the abstract character-
istics of those tasks that are facilitated by each problem representation. Washburne
[89], as long ago as 1927, reported empirical evidence to support the notion that
tables facilitated the recall of specific amounts; pictographs of simple comparisons;
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bar charts of complex comparisons; and line graphs of trends; clearly identifying
the need for a contingency approach to choosing presentation formats. The
majority of more recent studies used essentially two types of tasks. Two task types
can be inferred from the work of Jarvenpaa and Dickson [37] where they stated:
“Vendors and graphics proponents have generally advocated the use of graphics
over tables for the following elementary tasks: (1) summarizing data, (2) showing
trends and relationships over time, (3) comparing data points and relationships of
variables, (4) detecting deviations or differences in data’’ [37, p. 767]. They further
stated, ‘“We are unaware of any claims having been made, however, to suggest that
graphics are more effective for (5) point reading” [37, p. 767].

Umanath and Scamell [82] and Umanath, Scamell, and Das [83] empirically
validated these two basic task types from the perspective of recall. They refer to
them as intraset pattern and point value recall tasks (although the terms they use
vary a little both within and between the two papers). In [82], the results for “‘spe-
cific fact recall” tasks suggested no difference in the effectiveness of graphs and
tables, when an effect for tables was expected. In [83], however, specific fact recall
tasks were shown to consist of both point value recall and simple comparisons.
Reanalysis of the data showed that point value was facilitated by tables, while
simple comparison was facilitated by graphs [83].

Umanath et al’s task types are used as the basis for determining the nature
of tasks that are best supported by tables and those that are best supported by
graphs. The first type of tasks (those said to be facilitated by graphs) assess the
problem area as a whole rather than as discrete data values. These tasks require
making associations or perceiving relationships in the data. For the purposes of
this analysis such tasks are referred to as “spatial.”’ Spatial tasks also include inter-
polating values. Examples of spatial tasks are:

“Who earned the most in the year 1100, the wool, silk, or Calimala
merchants?’’ [89, p. 375]. (This is a comparison of two data values. It
is, therefore, spatial in nature.)

“Between the years 1100 and 1438 whose earnings increased most
rapidly, those of the wool, silk, or Calimala merchants?’’ [89, p. 375]
(This is a comparison of trends and is spatial in nature.)

“Did sales exceed the cost of goods sold?”’ [19, p. 41] (This question
requires assessing relationships in the data. It is, therefore, spatial in
nature.)

The second type of tasks (those said to be facilitated by tables) involve
extracting discrete data values noted in [37], [82], [83], and [89]. These tasks,
then, lead to precise data values, and are referred to as ‘‘symbolic” tasks. The
following are examples of symbolic tasks:

“How much did the wool merchants earn in the year 1100?”’ (89, p. 375]
(This question requires a specific amount as the response. It is, there-
fore, symbolic in nature.)

““What was the company’s net income for the past year?”’ [19, p. 41]
(This question also requires a specific amount as the response and is
therefore symbolic in nature.)

Note that spatial problems may be restated as symbolic problems. For example, the
spatial problem from [19] above could have been worded: By what amount did
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sales exceed the cost of goods sold? Since this question requires a specific amount
as the response, it is now a symbolic problem.

Spatial tasks require making associations or perceiving relationships in the
data. Hence, these tasks are best accomplished using perceptual processes. Percep-
tual processes view data values in context; that is, they enable a set of data points
to be examined simultaneously. Similarly, since symbolic tasks lead to precise data
values, they are best accomplished using analytical processes. Analytical processes
are those used to both extract and act on discrete data values. Analytical processes
are used in both symbolic information acquisition and in information evaluation,
for carrying out computations on the data.

Characteristics of Cognitive Fit

According to the paradigm of cognitive fit, graphical and tabular problem
representations will each facilitate certain well-differentiated tasks—those tasks that
emphasize the same type of information. Spatial representations therefore best
support the solution of spatial tasks; similarly, symbolic representations best
support the solution of symbolic tasks. For example, determining a trend in a set
of data values requires making associations among a number of data points; that
is, it requires spatial information; it is therefore a spatizl task. A graph is a spatial
representation since it also emphasizes spatial information. Cognitive fit exists,
therefore, when a trend is determined from a graph, but not when a trend is deter-
mined from a table. In this case, the processes appropriate to both using a graph-
ical representation and supporting a spatial task are similar in nature. Detecting
trends over time, comparing patterns of variables, and interpolating values, since
they all involve making associations among data points, are all spatial tasks facil-
itated by the spatial properties of graphs, but not by the symbolic properties of
tables. Fry [27] aptly summarized this relationship:

Graphs pack a high density of information into a small area. . .are more globally
visible than they are detailed, symbolic, and sequential. . .tend to show the ‘big
picture’ or gestalt. ... Often relationships can be seen better with a graph than
with a purely verbal or numerical presentation. [27, p. 388]

Similarly, the task of extracting individual data values (a symbolic task)
matches the way in which data are stored in a table of values (a symbolic repre-
sentation). Hence, cognitive fit exists when individual data values are extracted
from tables, but not when individual data values are extracted from graphs. With
cognitive fit, the processes appropriate to both using a tabular representation and
supporting a symbolic task are similar in nature. Table 1 summarizes the relation-
ships between matching problem representations and tasks.

Note that a spatial representation does not have to be used to solve a spatial
task; neither does a symbolic representation have to be used to solve a symbolic
problem. Spatial tasks may be solved with analytical processes and symbolic tasks
with perceptual processes (hence, the reason for dissociating process from task in
this analysis). A problem solver might, for example, determine a trend from a
table or extract a specific numeric value from a graph. These are instances of
mismatches of representation and task. According to the theory, problem-solving
performance in each instance will be less effective and efficient.

Decision Outcomes with Cognitive Fit

The decision outcomes typically investigated in graph/table research are perfor-
mance (usually measured in terms of ‘‘decision quality,” which is accuracy or a
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Table 1: Matching information characteristics of representation and task type.

Problem Problem-Solving
Representation Task

Spatial Spatial

Symbolic Symbolic

surrogate for accuracy), interpretation accuracy, and confidence in the results
obtained or satisfaction in decision making. Each of these dependent variables has
implications for the theory. However, in this paper, the analysis is restricted to the
objective performance variables (time and accuracy) and interpretation accuracy.
(Note the use of terms found in the literature under review, although, more
correctly, the term ““precision’ should be used rather than ‘“‘accuracy.’’)

According to the analysis of performance outcomes with cognitive fit, graphs
could be expected to be both faster and more accurate than tables for spatial tasks
and tables to be faster and more accurate than graphs for symbolic tasks. Hence,
Proposition 1 applies. Intuitively, it is clear that using graphs to solve spatial
problems results in quicker outcomes than using tables—the parsimony of percep-
tual processes leads to faster decision making. It is also clear that tables furnish
accurate (precise) values, while graphs do not. Arguments to support the fact that
graphs should be more accurate than tables on spatial tasks and that tables should
be faster than graphs on symbolic tasks can be developed. Ultimately, however,
empirical tests must determine whether these effects are manifested in practice.
Further, performance effects are not expected when the problem representation
does not match the task. Hence, Proposition 2 applies.

To control for the time-accuracy trade-offs that subjects incorporate into their
problem solving, time and accuracy must both be assessed [6] [63]. To fully
account for the trade-off, time and accuracy should be assessed jointly. Time has
been measured only infrequently in graph/table research, presumably because it is
perceived to be more important to make the correct decision than to make a quick
decision.

Interpretation accuracy is frequently used as a dependent variable in graphs
versus tables research since it ‘“is a prerequisite to correct problem comprehen-
sion and improved decision quality’’ [38, p. 147]. Interpretation accuracy is a
general term encompassing any set of questions (usually multiple choice or true/
false) that is used to assess subjects’ understanding of material they have been
exposed to, either in graphical or tabular format. The usual approach to interpre-
tation accuracy reported in the literature is to ask a number of questions requiring
either spatial and/or symbolic information and to derive just one ‘‘accuracy’’
score. The examples presented earlier are specific questions from a set of ques-
tions designed to assess interpretation accuracy. The majority of studies reported
in the literature use some form of interpretation accuracy to assess differences in
comprehension of material based on graphs and tables.

The theory presented here suggests that the questions asked should reflect the
type of information that the researchers hypothesize will be affected differentially
by graphical and tabular representations. From a performance perspective, inter-
pretation accuracy is expected to behave in the same way as performance accu-
racy. (Note that interpretation accuracy studies may also assess time, although that
approach is not common.) Hence, Propositions 1 and 2 apply here also.
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TESTING THE PARADIGM OF COGNITIVE FIT

The theory presented above of the effectiveness of graphs and tables in a given
decision-making task can be tested by analyzing the results of experiments reported
in the literature. In what follows, the studies conducted are categorized as para-
digmatic when they use ‘‘pure’’ problem representations and tasks and can there-
fore be analyzed to provide evidence to support or refute the paradigm. Studies
are categorized as nonparadigmatic when they do not use pure problem represen-
tations and/or problem types.

Nonparadigmatic studies may arise in two ways. First, they may use problem
representations that are not pure; the most common example is the use of bar
charts that present values at the end of the bars. This approach confounds the type
of information available in the graphs, making spatial and symbolic information
equally readily available. An extension of the paradigm of cognitive fit would
suggest that graphical plus tabular representations will outperform tabular represen-
tations on spatial tasks, while equivalent performance will result on symbolic
tasks. Second, nonparadigmatic studies may use problem types that are not pure.
This occurs most frequently when the interpretation accuracy instruments used
contain both spatial and symbolic questions. Further disaggregation is needed
before nonparadigmatic studies can be analyzed to provide evidence to test the
paradigm [8] [20]. It is expected, therefore, that such studies will produce nonsig-
nificant results. These studies can, however, be analyzed to provide indirect
support for the paradigm in terms of Proposition 2.

To conduct the analysis, the type of information emphasized in the problem
representation and the task solution had to be identified; that is, these major char-
acteristics had to be determined unequivocally for the study to be included in the
analysis. Two coders independently analyzed the problem representations, task
types, and results of the experiments investigated in the studies. The coders
achieved 100 percent agreement in characterizing the problem representations and
task types. They differed, however, on the results of two experiments—those of
Carter [11] {12]. The results of these experiments are difficult to extract for the
purposes of this analysis since it is necessary to cross-reference across experi-
ments. The agreement on coding the results was 92.3 percent. The disagreements
were resolved jointly.

The analysis focuses on information acquisition tasks and simple studies
involving information evaluation, in line with the paradigm. As stated earlier, the
analysis was restricted to the objective performance variables (time and accuracy)
and interpretation accuracy. Since the analysis is the same whether performance or
interpretation accuracy is assessed, the results for each are presented in the same
tables. The interpretation accuracy studies can be identified by observing the
entries in the columns titled, Types of Questions.

Information Acquisition Studies

Table 2a presents the results of studies investigating performance on spatial
decision-making tasks that largely involve information acquisition. As a general
observation, all studies in this category, except that of Watson and Driver [90],
showed that graphs perform better than tables on either time or accuracy of
performance, or both. According to the paradigm of cognitive fit, graphs would
be expected to have a natural advantage for time in performing spatial tasks.
However, as noted earlier, few experiments have assessed time to perform these
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Table 2: Analysis of paradigmatic spatial information acquisition tasks and para-
digmatic symbolic information acquisition tasks.

Types of Dependent Results
Study Questions Variables Accuracy Time
a. Analysis of paradigmatic spatial information acquisition tasks
Comparing patterns of data
Washburne [89] Spatial Accuracy G>T! —
Watson & Driver [90] Spatial Accuracy G= —
Umanath et al. {82] Spatial Accuracy G>T —
Umanath et al. [83] Spatial Accuracy G>T —
Wainer & Reiser [88] Spatial Time — G>T
Recognizing trends
Washburne [89] Spatial Accuracy G>T —
Interpolating values
Carter [11] Accuracy G= G>T
Time
Carter [12] Accuracy G= G>T
Time
b. Analysis of paradigmatic symbolic information acquisition tasks
Point/value reading
Washburne [89] Symbolic Accuracy T>G —
Carter [11] Symbolic Accuracy T>G T>G
Time
Carter [12] Symbolic Accuracy T>G T>G
Time
Powers et al. [57] Symbolic Accuracy T>G T>G
Time
Point/value recall
Umanath et al. [83] Symbolic Accuracy T>G —

IThe > sign for time means that performance is better, rather than time is greater.

types of tasks. The three experiments that report time results show that graphs
result in faster task performance than tables, in accordance with the theory. Note
that, in all studies, accuracy is at least equivalent for the two problem represen-
tations and frequently better for graphs than for tables. Three studies did not
result in accuracy effects. Two of the studies [11] [12], however, showed effects for
time, suggesting that subjects adapt the time they take to complete the tasks while
keeping accuracy as high as possible (see also, [6]). The third study that did not
produce significant accuracy (or time) results is that of Watson and Driver [90].
The hypotheses tested were in accordance with the paradigm of cognitive fit. It is
possible that the lack of significant results may have been due to the operational-
ization of the study. In general, the results of the spatial information acquisition
studies reported here provide substantial support for Proposition 1.
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Table 2b presents the results of studies investigating performance on symbolic
information acquisition tasks. According to the paradigm of cognitive fit, tables
would be expected to have a natural advantage for accuracy in performing symbolic
tasks. Perusal of the results shows that tables were more accurate than graphs in
all five studies examined. With regard to the proposition that the representation
will produce effects in both time and accuracy of performance when it matches the
task, it is interesting to note that all three experiments that assessed time show
tables are faster than graphs on symbolic tasks [11] {12] {S7]. All three experiments
used time pressure as a surrogate for time; that is, subjects were required to
respond to more questions than they could complete within the time frame. These
results fully support Proposition 1.

Table 3 presents the results of those studies that did not produce significant
results for either graphs or tables. All studies used interpretation accuracy as the
task. Five of the eight studies analyzed graphs that also presented point values [24]
[45] [91]. The interpretation accuracy instruments used in four of the studies
contained both spatial and symbolic questions.

One study [24], in which both representation and task type were confounded,
produced nonsignificant results. The results of the four studies [45] {91] that
confounded only representation and two of the three studies that confounded only
task type [19] [82] also produced nonsignificant results, further supporting the
cognitive fit analysis. Despite using mixed task types, one of the studies produced
significant results [30]. The questions in [30] need to be examined to determine
why tables resulted in greater accuracy than graphs. No examples are provided;
however, the author stated: ‘‘Half [the questions] required specific flight selection
to obtain the correct answer. The other half required that data about a number of
profiles be grouped to obtain the correct answer’’ [30, p. 446]. It is possible that:
(1) all questions required the use of analytical processes, that is, grouping required
simple arithmetic operations; (2) even if 50 percent of the questions were spatial
in nature, the effect may have been manifested in time, which was not assessed
in the study. The results of these nonparadigmatic studies provide substantial
support for Proposition 2.

Information Evaluation Studies

The paradigm of cognitive fit can also be tested by analyzing the results of
information evaluation studies for which the component subtasks can be identified.
The information acquisition and information evaluation subtasks may be either
similar or different in nature. With similar types of subtasks (i.e., spatial/spatial
or symbolic/symbolic), one problem representation will facilitate decision making
compared with the other. On the other hand, if the task is comprised of different
types of subtasks, then neither problem representation may have a distinct
advantage.

Table 4 presents the results of two information evaluation studies that provide
sufficient information to identify the types of subtasks involved in evaluation as
well as in acquisition. One of the studies [48] required similar information for
acquisition and evaluation and therefore a given type of problem representation
could be used to facilitate both. The acquisition and evaluation subtasks were
symbolic in nature and tables led to more effective decision-making performance
than graphs.

Benbasat and Dexter [3], on the other hand, provided an example of a task
in which the subtasks for acquisition and evaluation are different in nature: that
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Table 3: Analysis of non-paradigmatic graphs versus tables studies on information
acquisition tasks.

Characteristics Types of Dependent Results
Study of Representation Questions Variables Accuracy Time
Point/value reading
Lee et al. [45] G+Tvs. T Symbolic Time T=G T>G
Scenario B Accuracy
Information comprehension
Feliciano et al. [24] G+Tvs. T Spatial & Accuracy G+T>T —
symbolic
Grace [30] Gvs. T Spatial & Accuracy T>G -
symbolic
Dickson et al. [19] Gvs. T Spatial & Accuracy G= —
Experiment 11 symbolic
Umanath et al. [82]2 Gvs. T Spatial & Accuracy G=T —
symbolic
Recognizing trends
Wilcox [91] G+Tvs. T Spatial Accuracy G+T>T —
Study 1
Wilcox [91] G+Tvs. T Spatial Accuracy G+T>T —
Study 4
Comparing values
Wilcox [91] G+Tvs. T Spatial Accuracy G+T>T —_

Study 5

1Some of the bar charts also presented point values.

2The original article [82] reported no difference between the performance of graphs and tables on
specific fact recall. Further analysis [83], however, revealed that some of the tasks required the recall
of specific facts, while others required comparisons, which are spatial in nature.

for acquisition is spatial, while that for evaluation is symbolic in nature. Hence,
the task is composed of subtasks differentially facilitated by graphs and tables and
neither problem representation is expected to have a distinct advantage. The
researchers investigated the performance of tables, graphs, and graphs and tables
combined on this task, as well as requiring subjects to complete their analysis
within specified time limits of 5 and 15 minutes. The hypotheses of the researchers
were consistent with those of the paradigm of cognitive fit. The results for the five-
minute time period were not significant and are not presented in this paper. They
were, however, in the correct direction according to this theory. Table 4 presents
the results for the 15-minute decision-making period. Graphs were quicker than
tables, although ‘‘decision quality’’ (in this case, profit) was not significantly
different, suggesting that subjects adapted time while keeping quality at as high a
level as possible. The results of this experiment, therefore, also support Proposi-
tion 1.

It is not possible to characterize the subtasks required for the solution of the
majority of information evaluation studies. In effect, these studies represent
decision-making tasks that are too complex to be addressed by the paradigm of
cognitive fit. Many of these studies used simulated business environments (see, for
example, [4] [46] [47] [59]). Here, the notion of strategy becomes important, that
is, the sequence of subtasks used to solve a problem. Complex problems may be
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Table 4: Analysis of paradigmatic graph versus tables studies in information eval-
uation tasks.

Nature of Task
Information Information Dependent Results
Study Acquisition Evaluation Variable Accuracy Time
Lusk & Kersnick  Symbolic Symbolic Accuracy T>G —
{48] (time pressure)
Benbasat & Dexter Spatial Symbolic Accuracy T=G G>T
[3] Time

(15-minute limit)

solved using a variety of subtask combinations or strategies. Under these circum-
stances, it is likely that the use of uncontrolled strategies will result in nonsignif-
icant effects for the use of either graphs or tables. Table 5 presents the results of
selected graphs versus tables studies that do not support the paradigm.

The studies by Davis [16] and Ghani [28] used simulated environments and
hence are not analyzable using the paradigm. Ghani, for example, stated: ‘“The
information evaluation task of actually deciding how much to order and take out,
was the more complicated aspect of the task, since it required the subject to
consider the joint probabilities of the weather and the demand forecasts’’ [28, p.
89]. Hence Ghani’s task was much more complex than simply acquiring data and
performing readily characterizable evaluation. With currently available informa-
tion, the subtasks necessary for task solution cannot be determined. Further, in
such a complex task, it is likely that subjects used a variety of strategies for task
solution, composed of different combinations of subtasks. Hence, it is not
surprising that neither graphs nor tables had a significant advantage.

Tullis’ [76] study used interpretation accuracy. Tullis’ subjects responded to
‘“‘questions which ranged from simple identification to complex integration and deci-
sion making’’ [76, p. 543]. The lack of specificity in the questions used precludes
analysis using the paradigm of cognitive fit. Further, the study used formats that
were not ‘‘pure’’ For example, the graphical formats attempted to present a
concrete model of the domain under investigation. They contained pictorial as well
as ‘‘graphical’’ elements.

Note that each of these studies produced nonsignificant results supporting the
notion that testing did not occur at a sufficiently detailed level to permit analysis
using the paradigm, thus supporting Proposition 2.

DISCUSSION

This research investigates the performance of graphs and tables on information
acquisition and relatively simple information evaluation tasks. This section
discusses the findings and the implications of the findings from a theoretical,
methodological, and a practical perspective.

Discussion of Findings

This analysis of research into the performance of graphical and tabular repre-
sentations on information acquisition tasks shows that matching the problem repre-
sentation to the type of task to be solved results in improved decision-making
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Table 5: Analysis of non-paradigmatic graphs versus tables studies in information
evaluation tasks.

Characteristics Types of Dependent Results
Study of Representation Questions Variables Accuracy Time
Forecasting
Davis [16) Gvs. T Decision cost G=T G=T
Time
Decision making
Ghani [28] Gvs. T Profit
Time G= G=
Troubleshooting
Tullis [76] Mixed Spatial & Accuracy G=T G=
symbolic Time

performance. The link between these factors is the mental representation formu-
lated. The processes necessary to formulate the mental representation play the key
role in mediating the dual matching process—matching problem representation to
mental representation and mental representation to task—and are therefore the crit-
ical factors in determining the performance of the two types of representation on
a given type of task. In effect, cognitive fit encourages the use of consistent (and
therefore optimal) problem-solving processes in the solution of a specific task,
resulting in performance advantages. The paradigm and its application to the infor-
mation presentation domain is largely successful in explaining the significant
findings of the graphs versus tables experiments involving information acquisition
and simple information evaluation tasks that report sufficient details to analyze.
Further, it can also explain the majority of nonsignificant findings reported in the
literature.

Implications of the Findings

What, then, are the implications of these findings for theory, methodology,
and for practice? Although the analyses conducted in this paper provide compelling
evidence in support of the theory presented, the theory should be tested explicitly.
In particular, the role of processes should be assessed directly. Basic research
should also be conducted to assess empirically the relationships in the model
(Figure 1). Future research, for example, might address the effects on performance
of problem solving in mismatched contexts, the relative importance of the problem
representation and the task in the formulation of the mental representation, and the
nature of problem solving in more complex tasks.

The theory presented here can be extended in at least two ways. First, cogni-
tive fit is not restricted to the graphs versus tables domain. It can be applied to
any domain where there is sufficient information to permit analysis of the tasks
to be performed. It has, for example, been identified in the systems development
domain [73] [87]. Within each domain, the information characteristics of the partic-
ular task under investigation must be identified. Then the available problem repre-
sentations must be examined to identify those that have information characteristics
that support task solution.

Second, the theory is not restricted to matching problem representation to
task. It can be extended to include problem-solving techniques, tools, or aids. The
study by Vessey and Weber [87] serves to illustrate both types of extensions to the
paradigm. The study examined which of three structured analysis tools (structured
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English, decision trees, and decision tables) recommended for specifying the
content of primitive processes derived from structured analysis result in superior
performance in specification (design) and coding of nested conditional statements.
The first experiment examined the effects on performance of matching the problem-
solving tool to the task at hand, while the second experiment matched problem
representation to task. The results provided substantial support for the paradigm
of cognitive fit for matching both problem representation and problem-solving tools
to tasks in the systems development domain.

The paradigm of cognitive fit demonstrates, therefore, that a general theory of
tasks is not essential to develop a problem-solving paradigm. A theory can be devel-
oped for particular research contexts that will, with accumulated findings, help
pave the way to a general theory of problem solving, as well as to a general theory
of tasks. To be able to progress in this direction, however, the details of processes
must be reported as well as details of tasks and problem representations.

The paradigm of cognitive fit presented in this paper is useful for examining
fairly simple decision-making tasks. Now, an examination of the effect of infor-
mation presentation on more complex decision-making tasks, where strategy is key,
is needed. Two studies that addressed the role of strategy in decision making are
Jarvenpaa [36] and Blocher, Moffie, and Zmud [9]. Jarvenpaa examined strategies
used for both information acquisition and information evaluation, based on graph-
ical formats, while Blocher et al. highlighted the relationship between strategy and
task complexity, based on a graphs versus tables study (also, see [18]). Kleinmuntz
and Schkade [41] and Vessey [86] provided theoretical foundations and reviews of
the role of strategy in this context. Two methodological approaches for examining
performance on more complex tasks are described later in this section.

The current research touches on several issues of methodology. First, most of
the research on graphs and tables to date has been based on the assumption that
decision-making performance will be manifested in accuracy alone. Among the
studies that measured both time and accuracy, albeit separately, are those by Carter
[11] [12], Tullis [76], and Benbasat and Dexter [3]. Although the limitations of
studies that assess only accuracy have been acknowledged for some time,
researchers have not yet recognized the need to assess time and accuracy jointly.
Time data is now frequently collected, although time and accuracy are still most
often analyzed separately. To control for simple time-accuracy trade-off, time and
accuracy should be evaluated simultaneously. The study by Davis [16] is the only
one identified using this approach.

Second, analyzing the results of studies that used interpretation accuracy as
the dependent variable reveals that care should be exercised in devising a suitable
test instrument. Many of the studies analyzed here used mixed spatial and
symbolic questions, confounding the nature of the decision making ‘‘task.”’ Note
that the results of all interpretation accuracy studies, where the questions matched
the information characteristics of the problem representations, were significant and
those where the questions asked were both spatial and symbolic in nature were not
significant. Researchers can use one of two approaches to develop a test instru-
ment. First, they can use just one type of question showing a well-defined purpose
in conducting the study (see, for example, [48]). Alternatively, they could use just
one instrument with well-defined questions to measure performance on each of
spatial and symbolic dimensions (see, for example, [89]).

Third, if the objective of the research is to examine the performance of graphs
versus tables, then researchers should ensure that they use ‘‘pure’’ graphical
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constructs. A number of studies reported in the literature, for example, place
figures at the end of horizontal bar charts resulting in combined graphical and
tabular representations. As noted earlier, such problem representations provide
both spatial and symbolic information and cannot, therefore, be regarded as purely
graphical in nature. The study of combined problem representations is legitimate,
of course, but not if the aim is to study the performance of graphs and tables.

Fourth, the theory developed in this research emphasizes the importance of
processes and the formulation of the mental representation in decision making.
This suggests the use of qualitative research strategies to investigate these two
aspects of problem solving. Anderson [1] suggested it is currently difficult to distin-
guish between processes and mental representations. The difficulty lies in the fact
that they are really two sides of the same coin: one is static while the other is
dynamic; one is declarative while the other is procedural [68]. Processing strat-
egies can be investigated by using a process tracing technique such as protocol anal-
ysis [22] [23] [61] [75]. The protocol analysis procedure involves externalizing
problem-solving behavior by “‘thinking aloud’’ while solving a problem (the
dynamic or procedural aspect). Mental representations can be investigated by
inducing an external representation of the intermediate mental representation (the
static or declarative aspect). Using both these techniques could provide powerful
insights into the problem-solving process.

Fifth, the notion of cognitive fit presented in this paper applies to fairly
simple tasks. Examination of more complex decision-making tasks might take two
forms. First, the notion of fit can be extended to more complex decision-making
environments. Venkatraman [85], for example, presented the theoretical and statis-
tical implications associated with each of six types of fit characterized on the basis
of the degree of specificity of the fit relationship (micro to macro) and the
presence or absence of a criterion of fit. Some of the macro concepts of fit offer
a way of viewing decision making on more complex tasks (see also, [84]). Second,
the notion of elementary information and perceptual processes could be used to
characterize the diverse processing strategies that may arise when a number of
possible subtasks are involved in problem solving [13] [14] [15] [51] [55] [56] [67]
(81].

Sixth, from the viewpoint of the methodology used to conduct the analysis
presented here, an alternative approach, meta-analysis, could be considered. Meta-
analysis is an approach commonly used to determine significant effects in an area
in which a number of studies report inconclusive results [35] [92]. It is a data-
pooling approach appropriate for overcoming the low power of a number of related
experiments. What is needed to analyze the graphs versus tables studies is not,
however, statistical manipulation, but insight into the fundamental reasons for the
inconclusive results. In other words, the distinction between spatial and symbolic
tasks must be made prior to conducting a meaningful meta-analysis. Hence, the
first step was to conduct a ‘‘qualitative’’ meta-analysis. Following this theoretical
insight, meta-analysis would have been recommended had the power of the exper-
iments analyzed been insufficient to reveal the underlying theory.

From the viewpoint of practice, the paradigm of cognitive fit developed here
suggests that decision makers will perform better when they receive the appro-
priate support for a specific task. Note that this analysis suggests, therefore, that
permitting decision makers complete freedom in choosing their own problem
representation(s) will not necessarily lead to improved performance. Further, these
results also suggest that problem solvers will not necessarily perform better when

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



1991] Vessey 237

the problem representations they use support their natural problem-solving strat-
egies (see also, [73]). From the viewpoint of practice, it is advocated, therefore,
that systems designers examine the nature of the task to be performed. They
should then support the task by providing the problem solver with the problem
representation that matches the task.

CONCLUSIONS

The primary purpose of this research was to develop a theory to explain the
performance of graphs and tables in decision making and to examine the validity
of the theory from an empirical viewpoint. The theory highlights the importance
of considering the type of task under investigation. The empirical evidence demon-
strates that the theory is successful in explaining the results of the majority of
graphs versus tables experiments reported in the literature that provide sufficient
details to analyze, namely, information acquisition and simple information evalu-
ation tasks.

The central theme that runs throughout this paper is the need to develop
theories on which to base research. There are two approaches; each may be
equally applicable, although one approach may be preferred, depending on the
timing of theory development. One approach suggests that a field cannot advance
until sufficient knowledge of the area has accumulated [43]. This is the approach
taken currently in the graphs versus tables area. It is an inductive approach to
theory development. Areas that are ripe for the development of theory can be iden-
tified by searching for statements such as: ‘‘DeSanctis identifies 29 studies that
have compared graphics to tables. Twelve of the 29 studies found tables to be
better than graphics, ten found no significant difference between the two modes of
presentation, and seven found graphics better than tables” [37, p. 764].

The second approach suggests that theories on which to base research might
be found by investigating appropriate reference disciplines. This is a deductive
approach to theory development. To use this approach effectively for developing
theories, relevant reference disciplines must be thoroughly investigated. [Received:
August 10, 1989. Accepted: February 15, 1990.]

REFERENCES

{11  Anderson, J. R. The Architecture of cognition. Cambridge, MA: Harvard University Press, 1983.

[21 Aschenbrenner, K. M. Single-peaked risk preferences and their dependability on the Gambles’
presentation mode. Journal of Experimental Psychology: Human Perception and Performance,
1978, 4(3), 513-520.

[3] Benbasat, 1., & Dexter, A. An investigation of the effectiveness of color and graphical infor-
mation presentation under varying time constraints. MIS Quarterly, 1986, 10(1), 59-83.

[4] Benbasat, I., & Schroeder, R. G. An experimental investigation of some MIS design variables.
MIS Quarterly, 1977, I(1), 37-49.

(5] Bettman, J. R., & Kakkar, P. Effects of information presentation format on consumer information
acquisition strategies. Journal of Consumer Research, 1977, 3, 233-240.

[6] Bettman, J. R., & Zins, M. Information format and choice task in decision making. Journal of
Consumer Research, 1979, 6, 141-153.

[7]1 Biehal, G., & Chakravarthi, D. Information-presentation format and learning goals as determi-
nants of consumers’ memory retrieval and choice processes. Journal of Consumer Research, 1982,
8, 431-441.

(8] Blalock, H. M. Theory construction: From verbal to mathematical formulations. Englewood
Cliffs, NJ: Prentice-Hall, 1969.

[9]1 Blocher, E., Moffie, R. P., & Zmud, R. W. Report format and task complexity: Interaction in
risk judgments. Accounting, Organizations and Society, 1986, 11(6), 457-470.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



238 Decision Sciences [Vol. 22

[10] Campbell, D. J. Task complexity: A review and analysis. Academy of Management Journal, 1988,
13(1), 40-52.

[11] Carter, L. F. An experiment on the design of tables and graphs used for presenting numerical
data. Journal of Applied Psychology, 1947, 31, 640-650.

[12] Carter, L. F. The relative effectiveness of presenting numerical data by the use of tables and
graphs. In P. M. Fitts, Jr. (Ed.), Psychological research on equipment design. Washington, DC:
Government Printing Office, 1948.

[13] Cleveland, W. S., & McGill, R. Graphical perception: Theory, experimentation, and application
to the development of graphical methods. Journal of the American Statistical Association, 1984,
79(387), 531-554.

[14] Cleveland, W. S., & McGill, R. Graphical perception and graphical methods for analyzing scien-
tific data. Science, 1985, 229, 828-833.

[15] Cleveland, W. S., & McGill, R. An experiment in graphical perception. International Journal
of Man-Machine Studies, 1986, 25, 491-500.

[16] Davis, D. L. An experimental investigation of the form of information presentation, psychological
type of the user, and performance within the context of a management information system. Unpub-
lished doctoral dissertation, University of Florida, 1981.

[17]1 DeSanctis, G. Graphs as decision aids. Decision Sciences, 1984, 15, 463-487.

(18] DeSanctis, G., & Jarvenpaa, S. Graphical presentation of accounting data for financial fore-
casting: An experimental investigation. Accounting, Organizations, and Society, 1989, 14(5/6), 509-
525.

[19] Dickson, G. W., DeSanctis, G., & McBride, D. J. Understanding the effectiveness of computer
graphics for decision support: A cumulative experimental approach. Communications of the ACM,
1986, 29(1), 40-47.

[20] Dubin, R. Theory building. NY: The Free Press, 1978.

[21] Einhorn, H. J., & Hogarth, R. M. Behavioral decision theory: Processes of judgment and choice.
Annual Review of Psychology, 1981, 32, 52-88.

[22] Ericsson, K. A., & Simon, H. A. Verbal reports as data. Psychological Review, 1980, 87(3), 215-
251.

[23] Ericsson, K. A., & Simon, H. A. Protocol analysis: Verbal reports as data. Cambridge, MA:
The M.IT. Press, 1984.

[24] Feliciano, G. D., Powers, R. D., & Kearl, B. E. The presentation of statistical information. AV
Communication Review, 1963, 11(13), 32-39.

[25] Fleishman, E. A. Systems for describing human tasks. American Psychologist, 1982, 37(7), 821-
834.

[26] Friedman, A., & Bourne, L. E. Encoding the levels of information in pictures and words.
Journal of Experimental Psychology: General, 1976, 105(2), 169-190.

[27) Fry, E. Graphical literacy. Journal of Reading, 1981, 24(5), 383-390.

[28] Ghani, J. A. The effects of information representation and modification on decision performance.
Unpublished doctoral dissertation, University of Pennsylvania, 1981.

[29] Glass, A. L., Holyoak, K. J., & Santa, J. L. Cognition. Reading, MA: Addison-Wesley, 1979.

[30] Grace, G. L. Application of empirical methods to computer-based system design. Journal of
Applied Psychology, 1966, 5(6), 442-430.

[31) Hayes, J. R., & Simon, H. A. Understanding written problem instructions. In L. W. Gregg (Ed.),
Knowledge and cognition. Hillsdale, NJ: Lawrence Erlbaum Associates, 1974.

[32] Hayes, J. R., & Simon, H. A. Psychological differences among problem isomorphs. In N. J.
Castellan, D. B. Pisoni, & G. R. Potts (Eds.), Cognitive theory. Hillsdale, NJ: Lawrence Erlbaum
Associates, 1977.

[33] Hershey, J. C., & Schoemaker, P. J. H. Risk taking and problem context in the domain of losses:
An expected utility analysis. Working Paper (No. 78-03-11), Department of Decision Sciences,
University of Pennsylvania, 1979.

[34] Howell, W. C., & Burnett, S. A. Uncertainty measurement: A cognitive taxonomy. Organiza-
tional Behavior and Human Performance, 1978, 22, 45-68.

{35] Hunter, J. E., Schmidt, F. L., & Jackson, G. B. Meta-analysis: Cumulating research findings
across studies. Beverly Hills, CA: Sage Publications, 1982.

[36] Jarvenpaa, S. The effect of task and graphical format on information processing strategies.
Management Science, 1989, 35(3), 285-303.

[37] Jarvenpaa, S., & Dickson, G. W. Graphics and managerial decision making: Research based guide-
lines. Communications of the ACM, 1988, 31(6), 764-774.

[38] Jarvenpaa, S., Dickson, G. W., & DeSanctis, G. Methodological issues in experimental IS
research: Experiences and recommendations. MIS Quarterly, 1985, %2), 141-156.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



1991] Vessey 239

(39]
[40)
[41]
[42)
[43)
[44)
(45]
[46)
[47)
[48]
(49]
(50]
[51]
(52)
[53]
[54]
[55]

(56
[57]

[58]
[59]
{601
[61]
[62]
{63]
[64]
[65]
(66)
(671

(68)

Johnson, E. J., Payne, J. W., & Bettman, J. R. Information displays and preference reversals.
Organizational Behavior and Human Decision Processes, 1988, 42, 1-21.

Kahneman, D., & Tversky, A. Subjective probability: A judgment of representativeness. Cognitive
Psychology, 1972, 3, 430-454.

Kleinmuntz, D., & Schkade, D. The cognitive implications of information displays in computer-
supported decision making. Working Paper, Massachusetts Institute of Technology, 1989.
Kotovsky, K., Hayes, J. R., & Simon, H. A. Why are some problems hard? Evidence from tower
of Hanoi. Cognitive Psychology, 1985, 17, 248-294.

Kuhn, T. S. The structure of scientific revolutions (2nd ed.). Chicago, IL: The University of
Chicago Press, 1970.

Larkin, J. H., & Simon, H. A. Why a diagram is (sometimes) worth ten thousand words. Cogni-
tive Science, 1987, 11, 65-99.

Lee, J. M., MacLachlan, J., & Wallace, W. A. The effects of 3D imagery on managerial data
interpretation. MIS Quarterly, 1986, 10(3), 257-269.

Lucas, H. C., & Neilson, N. R. The impact of the mode of information presentation on learning
and performance. Management Science, 1980, 26(10), 982-993.

Lucas, H. C. An experimental investigation of the use of computer-based graphics on decision
making. Management Science, 1981, 27(7), 757-768.

Lusk, E., & Kersnick, M. The effect of cognitive style and report format on task performance:
The MIS design consequences. Management Science, 1979, 25(8), 787-798.

Murphy, G. L., & Hutchinson, J. W. Memory for forms: Common memory formats for verbal
and visual stimulus presentations. Memory and Cognition, 1982, 10(1), 54-61.

Nelson, D. L., Reed, V. S., & Walling, J. R. Pictorial superiority effect. Journal of Experimental
Psychology: Human Learning and Memory, 1976, 2(5), 523-528.

Newell, A., & Simon, H. A. Human problem solving. Englewood, Cliffs, NJ: Prentice-Hall,
1972.

Nisbett, R. E., & Ross, L. Human inferences: Strategies and shortcomings of social judgement.
Englewood Cliffs, NJ: Prentice-Hall, 1980.

Paivio, A. Imagery and verbal processes. New York: Holt, Rinehart, and Winston, 1971.
Paivio, A. Dual coding: Theoretical issues and empirical evidence. In J. M. Scandura & C. J.
Brainerd (Eds.), Structural process models of complex human behavior. Alpen aan den Rijn, The
Netherlands: Sijthoff and Noordhoff, 1978, 527-550.

Payne, J., Bettman, J., & Johnson, E. Adaptive strategy selection in decision making. Journal
of Experimental Psychology: Learning, Memory, and Cognition, 1988, 14, 534-552.

Pinker, S. Visual cognition: An introduction. Cognition, 1984, 18, 1-63.

Powers, M., Lashley, L. Sanchez, P., & Shneiderman, B. An experimental investigation of tabular
and graphic data presentation. International Journal of Man-Machine Studies, 1984, 20, 545-566.
Pracht, W. E., & Courtney, J. F. The effects of an interactive graphics-based DSS to support
problem structuring. Decision Sciences, 1988, 19(3), 598-621.

Remus, W. E. An empirical investigation of the impact of graphical and tabular data presentations
on decision making. Management Science, 1984, 3((5), 533-542.

Rosen, L. D., & Rosenkoetter, P. An eye fixation analysis of choice and judgment with multi-
attribute stimuli. Memory and Cognition, 1976, 4, 747-752.

Russo, J. E. The value of unit price information. Journal of Marketing Research, 1977, 14, 193-
201.

Russo, J. E., & Dosher, B. A. Strategies for multiattribute binary choice. Journal of Experimental
Psychology: Learning, Memory, and Cognition, 1983, %4), 676-696.

Russo, J. E., Johnson, E. J., & Stephens, D. L. The validity of verbal protocols. Cognitive Psycho-
logy, 1989, 17(6), 759-769.

Russo, J. E., Krieser, G., & Miyashita, S. An effective display of unit price information. Journal
of Marketing, 1975, 39, 11-19.

Schkade, D. A., & Johnson, E. J. Cognitive processes in preference reversals. Unpublished manu-
script, College of Business Administration, University of Texas, 1988.

Shedler, J., & Manis, M. Can the availability heuristic explain vividness effects? Journal of
Personality and Social Psychology, 1986, 51, 26-36.

Simkin, D., & Hastie, R. An information-processing analysis of graph perception. Journal of the
American Statistical Association, 1987, 82(398), 454-465.

Simon, H. A. On the forms of mental representation. In C. W. Savage (Ed.), Minnesota studies
in the philosophy of science: Perception and cognition: Issues in the foundations of psychology
(Vol. IX), Minneapolis, MN: University of Minnesota Press, 1978.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



240

{69]
{70]

mj

(72]
(73]
(74]
(75
(76
m
(78]
(791
[80)

(81]
(82]

(83]
(84]
[85]
[86]
[87)

[88]

(89]
[90]
[91]
(92]
193]
(94]

(951

Decision Sciences [Vol. 22

Simon, H. A. The sciences of the artificial (2nd. ed.). Cambridge, MA: The MIT Press, 1981.
Simon, H. A., & Hayes, J. R. The understanding process: Problem isomorphs. Cognitive Psycho-
logy, 1976, 8, 165-190.

Slovic, P. From Shakespeare to Simon: Speculations and some evidence—About man’s ability to
process information. Oregon Research Institute, Eugene, Oregon, Research Bulletin, 12Q2), 1972,
1-29.

Slovic, P, & Lichtenstein, S. Preference reversals: A broader perspective. American economic
review, 1983, 73, 596-605.

Soloway, E., Bonar, J., & Ehrlich, K. Cognitive strategies and looping constructs: An empirical
study. Communications of the ACM, 1983, 26(11), 853-860.

Taylor, S. E., & Thompson, S. C. Stalking the elusiveness effect. Psychological Review, 1982,
89, 155-182.

Todd, P., & Benbasat, 1. Process tracing methods in decison support systems research: Exploring
the black box. MIS Quarterly, 1987, 11(4), 493-512.

Tullis, T. S. An evaluation of alphanumeric, graphic, and color information display. Human
Factors, 1981, 23(5), 541-550.

Tversky, A., & Kahneman, D. Belief in the law of small numbers. Psychological Bulletin, 1971,
76, 105-110.

Tversky, A., & Kahneman, D. Availability: A heuristic for judging frequency and probability.
Cognitive Psychology, 1973, 5, 207-232.

Tversky, A., & Kahneman, D. Judgment under uncertainty: Heuristic and biases. Science, 1974,
185, 1124-1131.

Tversky, A., Sattath, S., & Slovic, P. Contingent weighting in judgment and choice. Psychological
Review, 1988, 95, 371-384.

Ullman, S. Visual routines. Cognition, 1984, 18, 97-159.

Umanath, N. S., & Scammell, R. W. An experimental evaluation of the impact of data display
format on recall performance. Communications of the ACM, 1988, 31(5), 562-570.
Umanath, N. S., Scammell, R. W., & Das, S. R. An examination of two screen/report design
variables in an information recall context. Decision Sciences, 1990, 21(1), 216-240.

Van de Ven, A. H., & Drazin, R. The concept of fit in contingency theory. In L. L. Cummings
& B. M. Staw (Eds.), Research in organizational behavior (Vol. 7). NY: JAI Press, 1985, 333-365.
Venkatraman, N. The concept of fit in strategy research: Toward verbal and statistical correspon-
dence. Academy of Management Review, 1989, 14(3), 423-444.

Vessey, 1. Cost-benefit theory: A theory-based analysis of information presentation. Working
paper, Pennsylvania State University, 1990.

Vessey, 1., & Weber, R. Structured tools and conditional logic: An empirical investigation.
Communications of the ACM, 1986, 2%(1), 48-57.

Wainer, H., & Reiser, M. Assessing the efficacy of visual displays. Proceedings of the American
Statistical Association, Social Statistics Section (Vol. 1). Washington, DC: American Statistical
Association, 1976.

Washburne, J. N. An experimental study of various graphic, tabular and textural methods of
presenting quantitative material. Journal of Educational Psychology, 1927, 18(6), 361-376.
Watson, C. J., & Driver, R. W. The influence of computer graphics on the recall of information.
MIS Quarterly, 1983, 7(1), 45-53.

Wilcox, W. Numbers and the news: Graph, table, or text. Journalism Quarterly, 1964, 41(1), 38-
44,

Wolf, F. M. Meta-analysis: Quantitative methods for research synthesis. Beverly Hills, CA: Sage
Publications, 1986.

Wood, R. E. Task complexity: Definition of the construct. Organizational Behavior and Human
Decision Processes, 1986, 37, 60-82.

Wright, P. L. Consumer choice strategies: Simplifying vs. optimizing. Journal of Marketing
Research, 1975, 11, 60-67.

Wright, P. L., & Barbour, F. The relevance of decision process models in structuring persuasive
messages. Communication Research, 1975, 2, 246-259.

Iris Vessey is Associate Professor of MIS at The Pennsylvania State University. She earned her

Ph.D. degree at the University of Queensland. Dr. Vessey is a member of the Society for Information
Management, The Institute of Management Science, the Association for Computing Machinery, and the
Institute for Electrical and Electronic Engineers. Her current research interest is in problem solving for
both systems design and systems development.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



